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Abstrakt

Plazmidy významne prispievajú k vývinu rezistencií voči antibiotikám v baktériách.
Táto vlastnosť z nich robí zaujímavý cieľ výskumu. Napriek tomu zostáva problém
identifikácie príslušnosti kontigov ku jednotlivým molekulám zložitý. V tejto práci
predstavujeme náš prístup ku triedeniu kontigov. Tento prístup využíva informácie z
grafu kontigov na klasifikáciu párov kontigov podľa príslušnosti ku rovnakej molekule
a následnom zhlukovaní kontigov do jednotlivých molekúl. Výsledkom tohto prístupu
sú skupiny kontigov patriacich do plazmidov alebo chromozómov.

Kľúčové slová: plazmid, binning, klasifikácia, zhlukovanie, bakteriálny genóm
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Abstract

Plasmids significantly contribute to an increase in antibiotic resistance. This prop-
erty makes them an interesting research subject. However, the problem of identification
of which molecule a contig belongs to remains difficult. In this thesis, we introduce our
approach to contig binning. This approach uses information in an assembly graph to
classify pairs of contigs based on if they belong to the same molecule followed by clus-
tering of contigs into individual molecules. This approach results in groups of contigs
belonging to either plasmids or chromosomes.

Keywords: plasmid, binning, classification, clustering, bacterial genome



vi



Contents

Introduction 1

1 Necessary terminology 3
1.1 Plasmid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Sequencing and reads . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Genome assembly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Contig . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 Assembly graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Existing methods for plasmid binning 9
2.1 MOB-recon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Recycler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 PlasmidSPAdes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 HyAsP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3 Machine learning methods 13
3.1 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.1.1 Logistic regession . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1.2 K-nearest neighbors . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.1.3 Gaussian Naive Bayes classifier . . . . . . . . . . . . . . . . . . 15
3.1.4 Random forest . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1.5 Gradient Boosting classifier . . . . . . . . . . . . . . . . . . . . 17

3.2 Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2.1 Markov clustering . . . . . . . . . . . . . . . . . . . . . . . . . . 18

4 Our approach 21
4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.3 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

4.3.1 Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.3.2 Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

vii



viii CONTENTS

4.4 Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

5 Experimental results 27
5.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.2 Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.3 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.4 Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

Conclusion 35

Appendix A 41



List of Figures

1.1 Bacterial DNA and plasmid.[23] . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Sequencing process using Illumina Miseq.[8] . . . . . . . . . . . . . . . 5
1.3 Creation of contigs from reads. . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Assembly graph.[25] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1 MOB-recon workflow.[17] . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Recycler workflow.[18] . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.1 The course of a logistic function.[22] . . . . . . . . . . . . . . . . . . . . 14
3.2 K-nearest neighbors.[2] . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.3 Random forest prediction.[24] . . . . . . . . . . . . . . . . . . . . . . . 17
3.4 Training of Gradient Boosting classifier. . . . . . . . . . . . . . . . . . 18
3.5 Markov clustering spliting a graph into clusters.3.5 . . . . . . . . . . . 19

4.1 Process of labeling contig pairings. (Class 0 = same molecule, Class 1
= different molecule, Class 2 = unknown) . . . . . . . . . . . . . . . . 23

5.1 True distribution of data into classes. . . . . . . . . . . . . . . . . . . . 28
5.2 Distribution of pairings into classes. . . . . . . . . . . . . . . . . . . . . 28
5.3 Clusters produced using different inflation represented as percentages of

contigs belonging to respective classes. . . . . . . . . . . . . . . . . . . 32
5.4 Clusters (except the largest one) produced using different inflation. . . 32
5.5 Results of well performing clustering. . . . . . . . . . . . . . . . . . . . 33
5.6 Results of underperforming clustering. . . . . . . . . . . . . . . . . . . 34
5.7 Composition of fragmented clusters from an assembly. . . . . . . . . . . 34

ix



x LIST OF FIGURES



List of Tables

5.1 Statistics of datasets created from assemblies. For each type of pairing,
contains the distribution of pairings into classes. (P = plasmid, Ch =
chromosome, Other = pairings where at least 1 contig is ambiguous or
unknown) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

5.2 Performance of trained models on test dataset. . . . . . . . . . . . . . . 30
5.3 Classification of datasets using different models. . . . . . . . . . . . . . 31

xi



xii LIST OF TABLES



Introduction

Plasmids significantly contribute to an increase in antibiotic resistance. This prop-
erty makes them an interesting research subject. However, the problem of identification
of which molecule a contig belongs to remains difficult. In this thesis, we introduce our
approach to contig binning. This approach uses information in an assembly graph to
classify pairs of contigs based on if they belong to the same molecule followed by clus-
tering of contigs into individual molecules. This approach results in groups of contigs
belonging to either plasmids or chromosomes.

The resistance against antibiotics in bacteria has become a major health threat
in recent years. The resistance can be spread in bacterial populations quickly with
the transfer of small DNA molecules called plasmids. These molecules can be trans-
ferred horizontally in the population using the process of conjugation. As a result, the
detection of plasmids in bacterial genomes is a problem with a lot of focus on it.

Despite the ability of long-read sequencing data more suited for the task of whole-
genome assembly, many facilities use short reads in their whole-genome assemblies.
This approach typically leads to the assemblies being fragmented, making the identifi-
cation of plasmids difficult. The classification of fragments as either plasmid or chro-
mosomal in this case does not provide the information, since the bacteria can contain
multiple plasmids and chromosomes. Thus, it is important to determine from which
molecule each fragment originates. This task is performed using plasmid binning.

There are several paths to plasmid binning: reference-based and de-novo. In
reference-based binning, the binning method uses different reference databases that
provide it with additional information such as known plasmids or plasmid genes. The
reliance on databases makes these methods less capable of identification of novel plas-
mids. De-novo methods, on the other hand, rely on the information provided in the
assembly. The binning is then based on assumptions, that the features of fragments
from different molecules will vary. More recent methods combine reference-based and
de-novo binning in an attempt to increase the precision.

In this thesis, we introduce a binning method using various machine learning meth-
ods to bin contigs from a bacterial assembly by utilizing an assembly graph. This
method focuses on the classification of pairs of contigs and the subsequent clustering
of contigs into separate bins.
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2 Introduction

In the first chapter of the thesis, we explain the terminology necessary for under-
standing this thesis. We describe what a plasmid is and how it differs from a chromo-
some. We explain the structure of an assembly graph and the processes necessary to
create it from biological sequences.

In the second chapter, we focus on existing methods used in the task of binning
the plasmid contigs. We explain, what information they use and how they infer the
plasmid binning based on this information.

In the third chapter, we describe the machine learning methods used by our ap-
proach. We introduce both classification and clustering methods. For each method,
we explain the processes used in their production of results.

In the fourth chapter, we introduce our approach to the task of plasmid binning.
We provide an overview of the steps in the approach. After that, we talk about the
data used and more details concerning the approach.

In the fifth chapter, we show the results of experiments performed with our ap-
proach. We discuss data preparation and the training of the classifiers used by our
method. We then evaluate the results from the classification and clustering.



Chapter 1

Necessary terminology

In this chapter, we introduce concepts and terminology from the realm of genomics
used in this thesis. We explain, what is a plasmid, and its role in the propagation
of bacterial resistance. We provide a simplified explanation of what are contigs and
assembly graphs and how they are created.

1.1 Plasmid

A plasmid is a DNA molecule, usually found in bacteria [4]. It is a molecule of DNA
physically separate from the main chromosome making its replication not dependent
on the replication of the chromosome (Figure 1.1). This allows for the presence of
multiple copies of the same plasmid in the organism. The most common form of a
plasmid is a small, circular DNA molecule with both forward and reverse strands of
DNA. When compared with chromosomal DNA molecules, plasmids tend to be several
times smaller.

Figure 1.1: Bacterial DNA and plasmid.[23]

3
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Another difference is that while chromosomes contain a large number of genes nec-
essary for the correct functions of an organism, plasmids tend to contain a much smaller
number of genes that are usually useful only in specific situations, and thus their pres-
ence is not required in the chromosome and the organism is capable of surviving without
them. The genes that are present can for example encode information necessary to pro-
tect bacteria from antibiotics or other unusual conditions in the environment [4]. Due
to their small size, plasmids can be transferred between bacteria using a process called
conjugation [26]. In this process, a single strain of plasmid DNA is transferred without
the necessity of reproduction of the bacteria. In both bacteria, the missing strand is
then synthesized to complete the plasmid. Afterward, both bacteria are capable of
spreading the plasmid further.

1.2 Sequencing and reads

In order to allow the analysis of DNA molecules, it is necessary to extract the genetic
code from the genome into a series of reads. Reads in this context are parts of the
genome that are machine- or human-readable. This readable form contains information
like the order of nucleotides in the sequence as well as the quality, which represents the
probability of the nucleotide being extracted correctly. The extraction is facilitated by
sequencers in a process called sequencing.

There are multiple methods used to sequence DNA. Some of the most prevalently
used methods are Nanopore sequencing and Next-Gen sequencing. Nanopore sequenc-
ing is implemented in Oxford Nanopore MinION [6], which produces long reads at a
low cost. Its main disadvantage is the lower accuracy of the reads. Next-gen sequenc-
ing, which provides more accurate reads, is implemented in sequencers produced by
Illumina, for example, Illumina MiSeq [16]. These sequencers provide short reads with
high accuracy. To acquire this accuracy, the sequencing takes longer and is more costly.
In this thesis, the data used is sequenced using Next-Gen sequencing providing short
reads. Here, we describe the method used to create such reads. As an example, we use
the process used by Illumina MiSeq.

Before starting the sequencing, the sequencer requires a DNA library (Figure 1.2a).
To create a DNA library, DNA is first fragmented into small parts (500-1000 bp). After
the addition of special barcoding sequences to the fragments, short oligonucleotides
(adaptors) are bound to the fragments. The adaptors are complementary to primer
sequences on a glass disc. The fragment is attached to the glass disc by a primer on
one end, while the other is held close to another primer using its adaptor. After the
attachment to the glass disc, a new strand of DNA complementary to the attached
strand is synthesized. This new strand is attached to the primer the first strand is held
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Figure 1.2: Sequencing process using Illumina Miseq.[8]

close to by its adaptor. After the synthesis, the two strands separate, and the bond
between the adaptor and the primer is released. This form of replication is repeated
many times, creating thousands of copies of the fragment in close proximity forming a
cluster. This happens on the glass disc for every fragment of DNA, creating a DNA
library.

With the library created, the sequencing can proceed (Figure 1.2b). During se-
quencing, a substrate called "mastermix" is used. Mastermix contains primers, DNA
polymerase, and 4 different types of marked fluorescent nucleotides with a sequence in-
hibiting polymerization (terminators) on its 3’ -end. The nucleotides are bound to the
fragments of DNA based on complementarity. Next, the excess mastermix is removed
from the disc. The sequencer then measures the fluorescence of the bound nucleotides
to determine their identity. After the measurement, the terminators split from the
sequence allowing another nucleotide to connect. This process is cyclically repeated
until the entire library is read. The result is a set of reads that are used further in
genome assembly.
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1.3 Genome assembly

The goal of genome assembly is to reconnect the reads produced during sequencing
into the original DNA sequences. In an ideal case, the result of the genome assem-
bly would contain each original DNA sequence in its complete form represented as a
single sequence of characters. In practice, the result of the assembly is usually more
fragmented and can contain mistakes. In the case of short reads, this can be caused,
for example, by long repetitive parts of the original sequence spanning longer distances
than what can be bridged by the reads[6]. In such cases, the resulting assembly is
comprised of smaller fragments called contigs.

1.4 Contig

A contig is a sequence of DNA bases assembled from reads. Contigs are created in
an attempt to recreate the original sequences of DNA molecules, from which the reads
are produced (Figure 1.3).

Figure 1.3: Creation of contigs from reads.

They are created by merging overlapping reads into longer contiguous sequences.
In case of overlap of multiple reads on the same base, different methods are employed
to choose, which base from the ones present in the reads will be present in the resulting
contig. One of these methods can be a consensus, where the base is chosen as the one
most frequently present among the reads.

1.5 Assembly graph

Representation of a genome comprised of only contigs usually does not provide all
of the information contained in the reads. The information omitted can contain the
relationship between contigs in the genome as well as their orientation. To capture this
information, many contig assemblers provide the resulting assembly in an assembly
graph rather than just pure contigs.
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Figure 1.4: Assembly graph.[25]

In the assembly graph, each node represents a contig. These nodes have two ex-
tremities, start and end, that represent the beginning and the end of the contig. Edges
between the nodes represent adjacencies between the nodes (Figure 1.4). As a result,
the walks through this graph represent possible sequences present in the genome. In
the walk, it is necessary that when the node is entered through one extremity, it needs
to be exited through the other.
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Chapter 2

Existing methods for plasmid binning

In this chapter, we introduce methods currently available for binning of bacterial
plasmids. We explain their approach to binning and highlight deviations from our
method.

Methods used in plasmid binning can be generally classified into 2 categories:
reference-based and de-novo. Reference-based methods map contigs to a reference
database. This allows them to bin the contigs based on the sequences they map to.
Their main disadvantage is their reliance on a reference database, which makes them
less reliable in binning of novel plasmids. Unlike reference-based methods, de-novo
methods do not require reference sequences. As a substitute, they rely on contig fea-
tures assumed to be plasmid-specific. More recent binning methods combine both
reference-based and de-novo binning. Here are several methods in each category.

2.1 MOB-recon

MOB-recon [17] is a reference-based tool that is used to reconstruct individual plas-
mid sequences from genome assemblies utilizing plasmid reference databases (Figure
2.1). The tool originates from MOB-suite, a set of tools designed for clustering, recon-
struction, and typing of plasmids in assemblies.

In the first step, the tool looks for contigs denoted as circular. These contigs are
considered complete plasmids and are included in the result regardless of the rest of
the algorithm. The algorithm then uses multiple reference databases in an attempt
to identify plasmid contigs. These databases include elements that can indicate the
presence of plasmids as well as repetitive elements that are not unique to plasmids
as well as a database of known plasmids. The algorithm uses individual databases as
queries for BLAST [9], an alignment algorithm that attempts to find an alignment of
a query onto sequences in the database. In this context, the database is the assembly.

The algorithm uses the databases containing the elements indicative of plasmids to

9
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Figure 2.1: MOB-recon workflow.[17]

filter out contigs, that are likely to be chromosomal. The database containing repetitive
elements is then queried against the assembly to flag potentially problematic contigs,
which contain only repetitive elements and thus do not present sufficient evidence of
originating from a plasmid molecule. Next, the assembly is queried against the database
of known plasmids in an attempt to identify the plasmids the contigs originate from.
Using the information gained from the query, the contigs are aggregated into units
based on the identities of the hits in the database.

The plasmid units created are then searched for circular contigs. In the case of
multiple circular contigs present in the same unit, the circular sequences are split into
individual units. Units that contain contigs with only repetitive elements are then
discarded. The remaining groups are considered individual plasmids. The database of
plasmids is then used to identify the closest reference plasmid to each group. If the
distance of the group from the reference is greater than a set threshold, the plasmid is
labeled as novel.

2.2 Recycler

Recycler [18] uses a de-novo method to find plasmids in an assembly graph. It uses
features of the sequences in the graph to determine, which contigs originate in the
same plasmid. Its main focus is to produce circular groups in the graph where each
group represents a single molecule. The algorithm assumes that a plasmid should have
uniform coverage and few nodes. With these assumptions, the algorithm looks for
cycles in the graph, that satisfy several constraints: minimum path weight for an edge,
low cover variation, concordant read mapping, and sufficient sequence length. The
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cycle satisfying these conditions is called a good cycle.

Figure 2.2: Recycler workflow.[18]

The algorithm repeatedly finds a good circle in the graph, assigns it coverage equal
to the mean cycle coverage, and subtracts the coverage from the graph (Figure 2.2).
Nodes, that reach a non-positive coverage are then removed from the graph. This
process is repeated until no good cycle can be found. At this point, all complete
plasmids are removed from the graph and the remaining nodes are put in a separate
group.

2.3 PlasmidSPAdes

PlasmidSPAdes [1] is another de-novo method to find plasmids. It uses median cov-
erage to differentiate between different molecules of origin. The basics of the algorithm
lie in the discovery of a plasmid graph, a subgraph of an assembly graph containing
only plasmid contigs.

This is done by first repeating 2 steps. It removes chromosomal edges in the as-
sembly graph that do not belong to a connected component with no dead-end edges
and is shorter than 150 kilobases. A chromosomal edge in this context is an edge with
coverage that satisfies the following condition:

1−maxDeviation <
Coverage(e)

medianCoverage
< 1 +maxDeviation
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A dead-end edge is an edge for which either the number of incoming edges of the start
node or the number of outgoing edges of the end node is equal to 0. If it removes at
least one edge, the algorithm removes all dead-end edges. The repetition continues
until no edges can be removed.

After removing the chromosomal and dead-end edges, the algorithm removes all
non-plasmid components present in the assembly graph to construct a plasmid graph.
To resolve potential repeats in the plasmid graph, the algorithm runs a tool exSPAn-
der [15]. The output contains plasmidic contigs with each assigned to a connected
component in the plasmid graph.

2.4 HyAsP

HyAsP [11] is a hybrid algorithm that works with a database of known plasmid genes
while using a greedy assembly algorithm. The algorithm is based on expanding the
chains of plasmid contigs using seeds in the assembly graph. The seeds are contigs that
satisfy criteria of length, the presence of known plasmid genes, and read depth. The
seeds are used as starting points in the graph, from which the chains of contigs are
constructed.

The seeds are enumerated based on their plasmid gene density and GC content,
with a preference for high gene density and difference in GC content from the average
GC content of the assembly. The greedy algorithm extends the chain by searching
its endpoints for eligible extensions. Eligible extensions are contigs adjacent to the
endpoints that satisfy the following criteria: length of plasmid shorter than 1750000

nucleotides, gene-free stretches shorter than 2000 nucleotides, and fluctuations in read
depth and GC content lover than 15%.

The extensions are then scored using the following function:

score(P,B) = depth_diff∗| 1− depth(B)

average_depth(P )
|+gene_density∗(1−density(B))+gc_diff∗|gc(P )−gc(B)|

where depth_diff, gene_density, gc_diff are weights of individual features. The
plasmid is P and the contig is B. The algorithm then extends the plasmid using the
extension with the minimal score.

If no more extensions are possible, the resulting chains are considered potential
plasmids. If the first and last contigs of a chain are the same or have sufficient overlap,
it is circularized. The read depth of nodes in the graph is then updated and the
nodes where the read depth becomes non-zero are removed from the graph. In the
postprocessing step, plasmid fragments are filtered using several criteria. The plasmids
that satisfy all of the criteria are then binned using their read depth and GC content
if they are not circular. Otherwise, they are output as is.



Chapter 3

Machine learning methods

This section showcases methods considered for individual tasks and explains the
mechanisms behind them.

3.1 Classification

The goal of classification in our method is to determine for each pairing of contigs if
they originate from the same DNA molecule. This way, we hope to differentiate both
the chromosome DNA from plasmids as well as different plasmids from each other. This
is done based on the assumption that contigs from different molecules have different
features.

For classification, we consider several supervised machine-learning techniques. The
precision of the techniques is evaluated using a confusion matrix where the goal is to
achieve a high percentage of true positives and true negatives. The confusion matrix
is useful in not only showing the accuracy of the trained model, but also showing
which class the model has trouble predicting properly. Models considered are logistic
regression, k-nearest neighbors, Gaussian Naive Bayes, Random Forest, and Gradient
Boosting classifier.

3.1.1 Logistic regession

Logistic regression [7] is the simplest model considered. It starts with a linear com-
bination of features. The linear combination of features is then transformed using a
logistic function. The values produced by the function belong in the range between 0

and 1 (Figure 3.1). The formula of the function can be written as:

σ(z) =
1

1 + e−z

where z is the linear combination of features. Resulting values can then be used
to represent probabilities of the data belonging to respective categories. During the

13
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training, coefficients for input features are learned, leading to the creation of a decision
boundary separating the two classes. Probabilities predicted using the trained model
can either be used as is, representing the probability of the input belonging to class
1, or used to split data into classes deterministically using a chosen threshold as the
point of split.

Figure 3.1: The course of a logistic function.[22]

3.1.2 K-nearest neighbors

The basic idea behind the k-nearest neighbors [14] algorithm is that similar data
points tend to belong to the same class. This means that the data point is likely to
belong to the same class as its neighbors. Unlike many other algorithms, the k-nearest
neighbors algorithm does not use its training phase to optimize any function. Instead,
the available data points and their class labels are stored and then used directly in the
predictions. During predicting, the algorithm simply observes k nearest data points
from the training set (Figure 3.2). The class of the majority of observed neighbors is
then assigned to the data point that needs to be classified. The distance between the
data points is determined using a distance metric, in our case Euclidian distance. The
formula to calculate the distance is calculated as:√√√√ n∑

i=1

(pi − qi)2

where p and q are data points and n is the number of features. In this algorithm, it
is important to choose the value of k. With a smaller value, the model becomes more
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sensitive to noise in the data, which can lead to overfitting. A high value can lead to
a more robust model not influenced by noise with the downside of overlooking local
patterns in the data.

Figure 3.2: K-nearest neighbors.[2]

3.1.3 Gaussian Naive Bayes classifier

Gaussian Naive Bayes classifier works with an assumption that the features of a data
point are conditionally independent given the class. This means that the presence of
a feature in a class is unrelated to the presence of any other feature. The core of the
algorithm is Bayes theorem, which describes the probability of a hypothesis given some
evidence. Its formula is mathematically represented as:

P (Ck|x) =
P (x|Ck) · P (Ck)

P (x)

where P (Ck|x) is the posterior probability of class Ck given the observation x, P (x|Ck)

is the likelihood of observing x given class Ck, P (Ck) is the prior probability of class
Ck and P (x) is the evidence of marginal likelihood. The algorithm also assumes that
the continuous-valued features follow a normal distribution. This simplifies the com-
putation of the likelihood, as the probability density function of normal distribution is
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well-known, described as:

f(x|µ, σ2) =
1√
2πσ2

exp

(
−(x− µ)2

2σ2

)
where x is the value of the random variable, µ is the mean of the distribution and σ2

is the variance. During the training phase, the model estimates the mean and variance
of each feature for each class in the training dataset. When a data point is being
classified, the model computes the posterior probability of each class. The class with
the highest probability is then assigned to the data point.

3.1.4 Random forest

Random forest [12] is a model that combines multiple individual models called de-
cision trees in order to produce its predictions. This model, by virtue of using the
results of multiple models, tends to be robust against overfitting. A decision tree is a
hierarchical structure that splits the feature space into regions recursively, with each
region corresponding to a particular prediction. Each split attempts to use a single fea-
ture that splits the data into the cleanest subsets possible. Random forest introduces
randomness into the decision trees in two forms during the training phase. Each tree
is provided only a random subset of the training dataset, resulting in a diversity be-
tween the trees. The tree also considers only a random subset of features for each split,
further enhancing the diversity of the trees as well as preventing them from becoming
overfitted to the training data.

During the prediction, each tree in the Random forest independently makes a class
prediction. The final prediction is then determined by aggregating the predictions and
producing the result. This is achieved by a majority vote among the trees (Figure
3.3). While the model provides accurate predictions, it has a big disadvantage when it
comes to the time of training due to the number of models that need to be trained. For
the same reason, it is also a model that takes up the most space. To minimize these
disadvantages, it is important to optimize the number of trees in the forest as well as
their maximum depth and the number of features considered for each split.
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Figure 3.3: Random forest prediction.[24]

3.1.5 Gradient Boosting classifier

Similarly to the Random Forest, Gradient Boosting classifier [3] is also often based
on training decision trees. Unlike Random Forest, Gradient Boosting classifier builds
decision trees sequentially, based on the errors of the previous tree. These trees tend
to be shallow. Each tree is fit to the negative gradient of the loss function with respect
to the prediction of the trees built so far (Figure 3.4). In this way, the model learns to
approximate the gradient of the loss function with respect to the current prediction.
Trees are trained until the model runs out of the number of trees available or until no
improvements in the performance of the model are observed. The loss function used
by the model is binary cross-entropy, which can be described as:

L(y, ŷ) = − 1

N

N∑
i=1

[yi log(ŷi) + (1− yi) log(1− ŷi)]

where N is the number of samples, yi is the true label of the sample and ŷi is the
predicted probability that the sample belongs to class 1. The loss function is minimized
using gradient descent. By controlling the learning rate of the gradient descent, the
contribution of each distribution tree in the model can be manipulated. With a lower
learning rate, the model becomes more robust to overfitting at the cost of the number
of iterations required for the model to converge. To predict classification, Gradient
Boosting combines the predictions of all decision trees in the model weighted by their
contribution to the final prediction. The class with the highest probability is then
selected as the final prediction.
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Figure 3.4: Training of Gradient Boosting classifier.

3.2 Clustering

The goal of clustering in our implementation is to group contigs that originate from
the same molecule. In the ideal conditions, each cluster would contain all of the contigs
from exactly 1 molecule. Although not ideal, we also permit clusters not containing
every contig of the molecule. More important is to split the contigs in a way that puts
only contigs from a single molecule in the cluster.

3.2.1 Markov clustering

Markov clustering [20] is an unsupervised machine learning method designed for per-
forming clustering on graphs. It is an effective way of identifying clusters within large
graphs. The algorithm operates on a graph where nodes represent data points, in our
case individual contigs, and edges represent a relationship between them. Relationships
in our graph are indicative of if we consider the contigs to be from the same molecule.
The input of this algorithm is an adjacency matrix representing the graph.

The matrix is first converted into a stochastic matrix. The stochastic matrix is a
square matrix where each column sums up to 1. In this context, the matrix represents
probabilities of transitioning from one node to another in a random walk across the
graph. From this point, the algorithm consists of 2 repeating steps.

The first step is expansion. In this step, the algorithm simulates a random walk
through the graph by performing successive matrix multiplications. This process is
used to emphasize the paths that can be easily reached from a given node. Each
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expansion step takes the kth power of the current stochastic matrix.
This step is followed by inflation. In the inflation step, each element in the matrix

is raised to a power of r. Afterward, the matrix is again scaled so that each column
once again sums up to 1. As a result of the inflation, strong connections in the graph
are amplified while weak connections are further weakened.

Figure 3.5: Markov clustering spliting a graph into clusters.3.5

The algorithm alternates between these steps until it converges. In reality, the
process converges very fast towards a limit that is invariant under both expansion
and inflation, where the convergence around the limit points is quadratic. In the
process, inflation uncouples the nodes, splitting the graph (Figure 3.5). This in turn
creates components in the graph, clustering its nodes. At the point of convergence, the
resulting components are output as the resulting clusters.
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Chapter 4

Our approach

In this chapter, we explain our approach to the task of plasmid binning. We discuss
the data used in our experiments, the approach to their processing, and the features
we extract. We also introduce libraries used in our approach and the parameters used
in their methods.

4.1 Overview

The goal of our approach is to group contigs based on which molecule they originate
from. The method we implement consists of 2 steps: classification and clustering. In
classification, our goal is to decide for pairs of contigs if they should be considered as
belonging to the same molecule. To this end, we train classifiers mentioned in Chapter
3. These classifiers are trained on data that contains correct classifications for the
pairs.

The results of the classification can then be used in the second step, clustering. By
clustering the contigs based on the classification of the pairs, we attempt to separate
the contigs into groups that represent individual molecules. Markov clustering used
in our approach is explained in Chapter 3. The classification of pairings is used as a
distance matrix in a graph where the weight of an edge corresponds to the probability
that the contigs connected by it belong to the same molecule. The rest of this chapter
explains the details of our approach.

4.2 Data

For each bacterial sample, we have contigs and an assembly graph created from
short reads, an assembly created from both short and long reads (called a hybrid
assembly), alignment of contigs from short reads to the hybrid assembly, and whether
the contig in hybrid assembly is circular or not. The short read assembly is used as

21
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the input for the training of the classifier or as the input for the task of binning. The
hybrid assembly along with the mapping and circularity information is used to infer the
correct labeling of the data from the short assemblies for training and testing purposes.
Additionally, we also use annotation of contigs of the short assembly determining if
the contig is chromosomal, plasmid, or ambiguous. These labels are provided in results
from plASgraph2[19], a tool designed to detect plasmid contigs from an assembly graph.
During the preprocessing, we combine the data in the following way.

To facilitate easier manipulation with the assembly graph, we employ python library
networkx [5]. This library contains methods to work with the graphs. By observing the
nodes in the graph, we extract the features of contigs. We also include the classification
of whether the contig is from plasmid, chromosome, or ambiguous.

After preparation of the features, we move on to filter some contigs out from the
dataset. These contigs include those shorter than 100 base pairs since these contigs
can contain a high amount of unnecessary noise. Because we want to focus on the
classification of plasmids, we also attempt to remove contigs that are chromosomal.
This removal is based on the plasmid and chromosomal scores, representing the prob-
ability of the contig originating from the respective molecule, present in the result of
plASgraph2. We first find candidate contigs for removal. These are the contigs that
have a chromosomal score higher than 0.8, meaning they are likely of chromosomal
origin.

We then look at the neighbors of the candidate contigs in the assembly graph. If all
of the neighbors have a chromosomal score higher than 0.8, we remove the candidate
contig from the graph. Otherwise, the candidate contig is kept in the graph. This is
done in order to retain connections between plasmid and chromosomal contigs while
removing chromosomal contigs that are not necessary for our goal. The contigs remain-
ing in the graph retain the features from the whole graph. This way, we only remove
long chromosomal contigs that would otherwise skew the results of the classification.

Using the remaining contigs, we create our training dataset. This dataset contains
pairings between all of the contigs. To provide labels for this dataset, we look at the
types of contigs in the hybrid assembly, which we use as a reference. The labels we
assign split, the dataset into 3 classes. We also use the results from plASgraph2 to assist
the classification. In cases, where the contigs are determined to be from different types
of molecules (plasmid and chromosome) based on the labels provided by plASgraph2,
we label them as such. In other cases, the labeling is done using the hybrid assembly
(Figure 4.1).

First, inspect the sets of reference contigs that each of the contigs in the pairing
maps to. If these sets overlap, it means that there exists a contig in the reference that
both of the contigs map to. In this case, the contigs are deemed as from the same
molecule.
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Figure 4.1: Process of labeling contig pairings. (Class 0 = same molecule, Class 1 =
different molecule, Class 2 = unknown)

If they do not map to the same reference contig, we look at the completeness of the
reference contigs. We consider a reference contig as complete if it is circular. This is
due to the nature of DNA molecules in bacteria, which tend to be circular. Otherwise,
we consider the contig incomplete. In cases where at least one of the contigs is mapped
only to complete reference contigs, that means that the contigs are not from the same
molecule and are labeled as such.

Finally, if none of the conditions mentioned is satisfied, it means that it is impossible
to determine from the provided information if the contigs are from the same molecule.
This is due to the fact that they do not appear on the same reference contigs. At
the same time, it is possible that there exists a connection between two incomplete
reference contigs that the paired contigs did map to. These pairings are removed
from the dataset as we do not know the correct answer needed for the training of the
classifier. The remaining pairings are used in the training of the classifier.

4.3 Classification

The goal of classification in our method is to determine for each pairing of contigs if
they originate from the same DNA molecule. This way, we hope to differentiate both
the chromosome DNA from plasmids as well as different plasmids from each other. This
is done based on the assumption that contigs from different molecules have different
features.

4.3.1 Features

We characterize each contig using features that are usually deemed to be indicative
of which molecule the contig belongs to [?]. These features include length, coverage,
GC content, degree of a node, and frequencies of k-mers present.

The length of the contig can mainly be used to determine if the contig is from
chromosomal DNA or a plasmid. This is because contigs from chromosomal DNA tend
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to be longer than plasmid contigs due to chromosomal DNA molecules being longer
[19]. We transformed the actual length using a natural logarithm.

Another feature is coverage. Coverage denotes how many reads, on average, cover
each base of the contig. This feature can be considered one of the most important for
achieving the task since different molecules are likely to have different coverage. At the
same time, the contigs from the same molecule are expected to have similar coverage.

GC content denotes the percentage of bases in the contig that are either guanine or
cytosine. Similarly to the coverage, GC content also tends to be different in different
molecules. This makes it an important indicator in determining where the contig orig-
inates from. As a feature, the GC content of a contig is normalized by subtracting the
GC content of the entire assembly. Under this condition, the GC content of chromo-
somal contigs is closer to the total GC content due to the chromosome encompassing
a large portion of the total assembly. Conversely, plasmid contigs can be further from
the total GC content.

The next feature used is the k-mer profile of the contig. K-mers are short sequences
of length k present in the contig. In our case, we set k to 5. A k-mer profile describes
the frequency distribution of possible k-mers in the contig. As in plASgraph2, we use
similarity between the k-mer profile of the contig and the entire assembly [19]. This
feature, along with the GC content is often used in plasmid detection [19].

Finally, the degree of a node is the number of edges leaving the node in the assembly
graph. In other words, it is the number of connections between the contig and other
contigs in the assembly.

The features mentioned represent individual contigs. Since our goal in the clas-
sification is to discover, if a pair of contigs originates from the same molecule, each
data point contains features from both contigs. Additionally, each pairing contains
combined features that describe the differences in the contig features. We also include
the distance between the contigs in the assembly graph. In case there is no direct path
between the contigs, the distance is set to 100000 in place of the absent information.
This is done in order to provide more features describing the relation between the
contigs. For each pairing, we also include the distance (the number of nodes) between
paired contigs in the assembly graph.

4.3.2 Training

The pairings created during the preprocessing were used to train the models in several
combinations of features. The first combination included only features from individual
contigs and their distance in the assembly graph, totaling 11 features. In the results
section, we denote this combination of features as combination 0. Another combination
included only the combined features, meaning features such as the difference between
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the contig lengths. It also included the distance of contigs in the assembly graph,
resulting in a total of 6 features. This combination is referred to in the results as
combination 1. The last configuration of features was a combination of all of the
features, making it the most comprehensive with 16 features. This final combination
is denoted in the results as combination 2.

We trained classifiers for every combination mentioned. To make sure that all
of the results are replicable, we set a discrete seed for classifiers that can use some
degree of randomness. The machine learning methods used in our approach are avail-
able in scikit − learn [13] library and include the following: LogisticRegression,
GaussianNB, GradientBoostingClassifier, KNeighborsClassifier, and RandomForestClassifier.
Aside from setting a discrete seed where applicable, we use these models in their default
setup.

For verification of results, we created a test dataset comprising 10% data points.
Since the resulting training dataset did not contain the same number of positive and
negative class samples, we randomly sampled the dataset in order to avoid possible
bias towards the class with the higher number of samples. The sampling used was
undersampling since creating new data by introducing noise could introduce incorrect
data points which corresponding class would be impossible to determine.

In our approach we use a random undersampler implemented in the imblearn [10]
library. As with the models themselves, we set a fixed seed for the undersampler to
make the results replicable. By undersampling the dataset, we further decreased its
size, which could lead to a less capable classifier. For this reason, we trained classifiers
both with balanced and original datasets. The trained models are saved in binary
format using the pickle [21] library. This way, the models do not need to be retrained
with each use of our method.

4.4 Clustering

For clustering, we used the implementation of Markov clustering available in the
markov_clustering python library. This implementation requires an adjacency matrix
as an input. We create this matrix by first creating a graph from contigs present in the
assembly using the networkx library. If contigs are classified as being from the same
molecule, we add an edge between them in the graph. In our approach, we attempt 2

different variations of classification. We use either discrete classes or the probability of
the pair originating in the same molecule.

As a result, the shape of the graph is also different. In the case of using the proba-
bility, every node in an assembly is connected by an edge in the resulting graph with the
weight of an edge being equal to the probability determined by the classification. On
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the other hand, with the use of discrete classes, the edges are not weighted and are only
present between the contigs that are determined to be from the same molecule by our
classifier. We extract the adjacency matrix from the graph using the to_numpy_array

function present in the networkx library.
The resulting adjacency matrix is then used in the algorithm to produce the final

clustering. We use the algorithm with the inflation set to 3.0, which we have determined
to be the optimal setting. We output the resulting clusters as the individual bins of
contigs representing molecules.



Chapter 5

Experimental results

In this chapter, we present the results of our experiments. We provide statistics
regarding the dataset used in the training of the classifier as well as data used in our
experiments. We provide commentary on the results of experiments and evaluate them.

5.1 Data

The data used in our experiments is the data used in the development of plASgraph2.
This data contains 70 assemblies from 8 species of bacteria. After the preprocessing, we
were left with 3 datasets: complete, balanced, and testing. Out of these, the balanced
dataset is used in training the classifiers and the test dataset is used to measure their
precision. We include the complete dataset for comparison.

The complete dataset contained a total of 1933791 pairings, 673039 of which were
labeled as not from the same molecule. Since there was an imbalance between the
classes, we used the balanced dataset, which was produced by the undersampling. This
dataset contained 1346078 pairs with the split between classes being 1 : 1. Finally, the
test dataset contained 214866 pairings. This dataset was not resampled and contained
74491 pairs of contigs not belonging to the same molecule. The distribution of classes
is visualized in Figure 5.1.

In Figure 5.2, we can also observe the distributions of different types of pairings
in the datasets. Here, we can see that pairings of plasmid to plasmid are observed
with approximately the same frequency between classes. On the other hand, pairings
between chromosomal contigs are more likely to be from the same molecule. This is due
to the fact that bacteria usually contain only a single chromosome. The distribution of
pairings between a plasmid and a chromosomal contig shows that all of those pairings
are not from the same molecule, which makes sense since plasmid and chromosome are
different molecules.

Aside from the datasets used in the training of the classifier and its testing, we
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Figure 5.1: True distribution of data into classes.

Figure 5.2: Distribution of pairings into classes.

also used 2 assemblies from each of the 8 species of bacteria to test the capability of
our method to bin the contigs. These assemblies were not balanced to provide real-life
test scenarios. In the statistics of the assemblies used in experiments (Table 5.1), we
observed that several assemblies contained 0 pairings of chromosomal contigs classified
as not from the same contig. We consider this an ideal situation as it indicates that the
entire chromosome in the assembly is properly connected. If the number of pairings
is greater than 0, it suggests that the hybrid assembly used as a reference contains
either multiple chromosomal contigs or unlabeled contigs that contain sections that are
deemed chromosomal. This can be caused by either the bacteria containing multiple
chromosomal molecules or an incomplete assembly.

Another interesting observation comes in pairings of plasmids. Here, we can observe
in several assemblies an expected number of plasmids. In particular, in cases where all
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Table 5.1: Statistics of datasets created from assemblies. For each type of pairing,
contains the distribution of pairings into classes. (P = plasmid, Ch = chromosome,
Other = pairings where at least 1 contig is ambiguous or unknown)

of the pairs are classified as from the same molecule, we can assume that there is only
a single plasmid present in the assembly. In one case, there is a single pairing between
plasmids and it is classified as not from the same molecule. Here we can assume that
there are 2 plasmids present in the assembly. In one other assembly, there are no
pairings between plasmid contigs. There are, however, some pairings between plasmid
and chromosomal contigs. From this, we can infer that there is a single, potentially
complete, plasmid present in the assembly.

The assemblies also contain a large number of contigs that were not classified by
plASgraph2, resulting in a large number of pairings where we cannot say, what kind
of pairing it is. Despite this, we were still able to assign them labels based on the
information present in the reference assemblies.

5.2 Training

For the task of classification, we trained every model mentioned in the machine
learning methods with all of the combinations of features, resulting in a total of 15

models. Here, we measure their performance (Table 5.2).
Logistic regression had a very bad performance. It achieved the best performance

with the feature combination 1. Even in this case, it had very low accuracy in predicting
the negative class. Its prediction of a positive class was also one of the worst.

The Gaussian Naive Bayes classifier had by far the lowest precision. It classified
most of the pairs as positive regardless of whether they were positive or not. Different
feature combinations did not provide significantly different results.

Along with logistic regression, the Gaussian Naive Bayes classifier was deemed as
not fit for our task due to its poor results. On the other hand, K-nearest neighbors,
Random Forest, and Gradient Boosting classifiers performed much better. All of them
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Table 5.2: Performance of trained models on test dataset.

performed the worst with feature combination 1, with Random Forest suffering a loss
in accuracy of more than 20%. The classifier also more than tripled in size.

With other feature combinations, the performance of the 3 models was not signif-
icantly influenced, with the precision only slightly decreased with the use of feature
combination 2 along with an increase in the size of the models. As a result, we deemed
the best set of features to be combination 0.

The best performance by far can be observed in the Random Forest classifier, with
the accuracy of classification reaching over 96%. This was combined with good preci-
sion. In the classification of the assemblies, we used the 3 well-performing classifiers.

5.3 Classification

For each of the 3 classifiers used we provide results of classification (Table 5.3) on
the 16 datasets selected from the total of 70 assemblies available.

Once again, the Random Forest classifier tends to perform better on all datasets.
We can also observe that the models performed similarly on the individual assemblies
and the test dataset. However, in some cases, the models generate more false positives
than true negatives, suggesting that the models might be overtrained on the positive
class. This can lead to potential problems in clustering.
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Table 5.3: Classification of datasets using different models.

5.4 Clustering

We run the clustering only for the Random Forest classifier as we have already shown
that it provides the most reliable results (Table 5.3). For clustering, we tested different
values of the inflation parameter. This allows us to manipulate the sensitivity of the
algorithm. For the sake of compactness, we only include results from different values
of inflation for one assembly, abau− SAMEA12292493.

With the clustering based on the probability of contigs belonging to the same
molecule, we observed that the increase in inflation did not lead to improvement in
clustering. The resulting clustering contained either 1 or 2 clusters providing no useful
information. This is likely due to the number of edges present in the graph being very
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large, making it more difficult for the algorithm to converge into an optimal solution.
As a result, we do not use the probability of contigs belonging to the same molecule in
the remaining experiments. Instead, we use clustering based on the discrete classes.

Figure 5.3: Clusters produced using different inflation represented as percentages of
contigs belonging to respective classes.

In the case of clustering based on the discrete classes, we can observe a rise in the
number of clusters with the increase in the value of inflation (Figure 5.3). In Figure
5.3, each column represents a single cluster. Each value of inflation on the x-axis begins
a new set of clusters. This aligns with our understanding that higher inflation leads
to a larger number of clusters. However, the increase in the number of clusters is not
indicative of an increase in precision, as can be seen when looking at the actual number
of contigs separated from the main cluster (Figure 5.4).

Figure 5.4: Clusters (except the largest one) produced using different inflation.
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With the inflation higher than 3, the clusters start to get more fragmented with
chromosomal contigs being removed from the main cluster, which contains mostly
chromosomal contigs. These contigs are then inserted into clusters containing plasmids.
These clusters get fragmented as well. Since the inflation value of 3 performed well, we
use it in the clustering of other assemblies. In Figures 5.5, 5.6, and 5.7, we illustrate
the results of clustering. In these pictures, the height of a bar represents the number of
contigs of a specific type present in a cluster. Each group of 3 bars then represents an
individual cluster, with clusters belonging to each assembly being to the left of their
name on the x-axis.

With the inflation of 3, results on the assemblies varied. In 5 assemblies, the
clustering performed well with most of the plasmids separated into clusters different
than the chromosomal (Figure 5.5). This suggests that for these the inflation was set
correctly.

Figure 5.5: Results of well performing clustering.

9 of the assemblies either did not get separated into clusters or contained few clusters
with a small number of plasmids (Figure 5.6). In the case of these assemblies, a higher
inflation is probably required to achieve better results.

Finally, 2 of the assemblies resulted in a large number of fragmented clusters (Figure
5.7). For these assemblies, a lower inflation might be necessary. In Figure 5.7, we can
see that the first and the second clusters separate chromosomal from plasmid contigs
well. Other clusters, on the other hand, contain only a small number of contigs with
some chromosomal contigs mixed in. The clusters denoted fragmented are actually a
large number of clusters containing only 1 contig each merged together to make the
figure more compact.

Overall, the results suggest that the inflation variable should not be fixed and should
rather be optimized for each assembly individually.
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Figure 5.6: Results of underperforming clustering.

Figure 5.7: Composition of fragmented clusters from an assembly.



Conclusion

In this thesis, we have implemented a binning method using the classification of
contig pairings and clustering. In the classification step, we have shown that the best
classifier for the task was the Random Forest classifier. Other than that, K-nearest
neighbors and Gradient boosting classifiers performed well. The remaining classifiers
performed poorly.

We have also shown that the Markov clustering algorithm performs better with the
input created from discretly classified pairings. The results of clustering have shown
that with a fixed value of inflation, the clusters produced will vary in quality depending
on the assembly. This means that optimization of inflation may be necessary for each
assembly before clustering.

In order to improve the results of binning, there is room for modifications. We
propose several modifications to different parts of the method.

The first modification is the implementation of clustering that would take into
consideration small distances between the contigs inferred from our classification. Even
though the clustering algorithm used in our implementation does work on distance
matrices of a graph, it does not appear to be sensitive enough to work on graphs with
a large number of vertices of similar distances. This makes it difficult to differentiate
between individual clusters. To address the issue, it is possible to modify the sensitivity
of the clustering algorithm using the inflation parameter. However, as we have shown
in our experiments, this allows miss-clustering of contigs and makes the fine-tuning
of the sensitivity difficult and largely dependent on the input. In the case of the use
of different clustering algorithms, we believe that the classification performed by our
implementation along with the clustering could provide usable binning.

Next, the introduction of different features may increase the quality of classifica-
tion. Although the classification provided using our implementation is of good quality,
further improvement could be introduced using other features. As an example, distance
in the graph could be better represented as distance in base pairs instead of distance
of nodes used in our implementation. Another possible modification could include dis-
tinguishing between the ends of contigs in the graph, which would also modify the
distance metric. It would also be capable of better reflecting the information provided
in the assembly graph.
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Another possible modification is the usage of different classification algorithms. In
our implementation, we tested the performance of 5 classification algorithms, some of
which were not necessarily suitable for this task. The use of larger and more complex
models may be capable of better representation of the input data thus allowing more
accuracy in the classification. These could include methods such as support vector
machines, which can be useful in classification tasks with many features. In the same
area, the increase in the size of the training dataset would likely contribute to the
accuracy of the predictions.

Additionally, the removal of more chromosomal contigs could remove some bias in
the process of training. Since we are more interested in distinguishing between different
plasmids rather than between chromosomal and plasmid contigs, the possible decrease
in overall accuracy would be outweighed by an increase in the capability to distinguish
between individual plasmids.

With these modifications, we believe that our binning method could provide results
on par with other plasmid binning methods.
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Appendix A: Implementation

This thesis includes an electronic attachment containing the source code of our imple-
mentation and models trained.

The scripts are in the main directory. File data_maker.py contains functions used
to create features from assemblies. File class_trainer.py contains functions used to
train classifiers. File classification.py contains functions used to classify datasets.
File clustering.py contains functions used for clustering of the contigs.

The main directory also includes files single.txt and testing.txt. These files
contain paths to the samples used in our experiments as testing. File single.txt

contains the path to the sample used in testing of different values of inflation.
In the data directory, we include multiple directories containing samples used in

our experiments. It also includes the file plasgraph2.csv containing results from the
tool plASgraph2.

In the directory models, we include a trained Gradient Boosting classifier. This
classifier is not the best performing one. The best performing Random Forest classifier
is not included due to the size constraints.

We also include a README.txt file, which includes usage and explanations for param-
eters of functions implemented in the Python files. It also includes a set of commands
that can be used to perform binning using the pre-trained model and training of a new
model.
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